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Abstrak—Al-Quran adalah sebuah kitab suci umat islam yang merupakan pedoman hidup bagi seluruh umat manusia.
Mempelajari dan memahami terjemahan Al-Quran tidaklah mudah, salah satu cara yang dapat dilakukan adalah dengan
mengklasifikasikan terjemahan ayat Al-Quran kedalam topik-topik yang ada. Penelitian ini menggunakan metode Naive
Bayes dan LSTM dalam proses klasifikasi. Data yang digunakan bersumber dari data terjemahan Al-Quran dalam bahasa
Indonesia yang telah dilabeli berdasarkan Kklasifikasi multi-class. Salah satu masalah utama yang dihadapi adalah
ketidakseimbangan data. Untuk mengatasi masalah tersebut maka dilakukan proses balancing data, teks preprocessing,
feature construction dan feature extraction dengan menggunakan teknik bag of words dan TF.IDF. Hasil penelitian
menunjukkan bahwa model Naive Bayes yang paling optimal mendapatkan nilai rata-rata 55.39% pada data test juz 30,
61.59% pada data test juz 10-20, dan 59.53% pada data test juz 25-28. Sedangkan model LSTM yang paling optimal adalah
58.02% pada data test juz 30, 59.64% pada data test juz 10-20, dan 58.59% pada data test juz 25-28. Berdasarkan nilai
tersebut metode Naive Bayes dan LSTM dapat menjadi pilihan yang baik untuk tugas klasifikasi. Tujuan utama dari
penelitian ini adalah untuk meningkatkan performa klasifikasi serta membandingkan akurasi antara Naive Bayes dan LSTM.

Kata Kunci: Al-Quran; Klasifikasi; Naive Bayes; LSTM; Terjemahan Al-Quran

Abstract—-The Al Qur'an is a holy book of Muslims which is a guide to life for all mankind. Studying and understanding the
translation of the Al-Quran is not easy, one way that can be done is to classify the translation of Al-Quran verses into existing
topics. This research uses Naive Bayes and LSTM methods in the classification process. The data used comes from
translation data of the Al-Quran in Indonesian which has been labeled based on multi-class classification. One of the main
problems faced is data imbalance. To overcome this problem, data balancing, text preprocessing, feature construction and
feature extraction processes were carried out using the Bag of Words (BoW) and TF.IDF techniques. The research results
indicate that the most optimal Naive Bayes model achieved an average accuracy of 55.39% on test data from juz 30, 61.59%
on test data from juz 10-20, and 59.53% on test data from juz 25-28. Meanwhile, the most optimal LSTM model yielded an
accuracy of 58.02% on test data from juz 30, 59.64% on test data from juz 10-20, and 58.59% on test data from juz 25-28.
The main aim of this research is to improve classification performance and compare the accuracy between naive Bayes and
Istm.
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1. PENDAHULUAN

Al-Quran adalah sebuah kitab suci dalam islam yang dianggap sebagai wahyu Allah yang disampaikan kepada
Nabi Muhammad SAW. Umat islam meyakini bahwa Al-Quran adalah kitab yang dijamin keasliannya oleh
Allah yang berfungsi sebagai sumber petunjuk dan hikmah bagi umat muslim [1]. Al-Quran berasal dari kata
kerja bahasa Arab yaitu "gara'a—yagrauQur'anan," yang artinya bacaan [2]. Mempelajari Al-Quran merupakan
kewajiban utama setiap muslim. Mempelajari dan memahami terjemahan Al-Quran tidaklah mudah, salah satu
cara yang dapat dilakukan adalah dengan mengklasifikasikan terjemahan ayat Al-Quran kedalam topik-topik
yang ada.

Setiap ayat dalam Al-Qur'an memiliki signifikansi yang beragam dan seringkali mencakup lebih dari satu
topik pembahasan. Berdasarkan penelitian [3] topik yang dibahas ayat-ayat Al-Qur’an dapat diklasifikasikan ke
dalam 15 kelas, yaitu Alkanul Islam, Iman, Al-Quran, lImu dan Cabang-Cabangnya, Amal, Dakwah, Jihad,
Manusia dan Hubungan Kemasyarakatan, Akhlak, Peraturan yang Berhubungan Dengan Harta, Hal-Hal yang
Berkaitan dengan Hukum, Negara dan Masyarakat, Pertanian dan Perdagangan, Sejarah dan Kisah-Kisah, dan
Agama-Agama. Hasil penelitian tersebut mendapatkan nilai hamming loss terbaik yaitu 0,1247 dan
menggunakan metode multinomial Naive Bayes.

Untuk mempermudah mempelajari serta mengetahui topik-topik pada Al-Quran diperlukan sebuah sistem
klasifikasi yang dapat mengkategorikan dan mengidentifikasi Al-Quran ke dalam suatu kelas yang disebut
dengan klasifikasi. Klasifikasi teks bertujuan untuk mengelompokkan teks ke dalam satu atau lebih kategori
yang telah ditetapkan sebelumnya [4]. Ada banyak jenis teks klasifikasi tetapi pada penelitian ini metode yang
digunakan adalah Naive bayes dan LSTM. Naive Bayes adalah metode klasifikasi yang sederhana dan cepat
dalam menghitung probabilitas [5]. Sedangkan LSTM merupakan metode yang memanfaatkan klasifikasi data
dalam jangka waktu yang panjang dan menyimpan informasinya dalam sel memori [6]. Kedua algoritma tersebut
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dipilih berdasarkan berbagai sumber, keduanya terbukti mampu menyelesaikan klasifikasi dengan mencapai
tingkat akurasi yang tinggi.

Salah satu penelitian yang dilakukan sebelumnya adalah analisis sentimen perbandingan LSTM dan
Naive Bayes yang hasilnya menunjukkan bahwa metode LSTM mencapai tingkat akurasi, presisi, dan recall
sebesar 83.33%, sementara metode Naive Bayes hanya mencapai 82% [7]. Selain itu metode Naive Bayes juga
digunakan pada pada klasifikasi teks dimana menghasilkan performa yang baik yaitu pada bernoulli Naive Bayes
sebesar 90,19% sedangkan multinomial Naive Bayes sebesar 93,45% [8]. Selanjutnya pada penelitian [9], [10],
[11], [12] juga telah menguji analisis sentimen menggunakan metode Naive Bayes dan telah berhasil mencapai
hasil akurasi rata-rata yaitu >80%.

Selanjutnya penelitian sebelumnya mengenai penggunaan LSTM vyaitu pada klasifikasi Sentimen Vaksin
COVID-19 di Twitter. Hasil penelitian menunjukan bahwa tingkat akurasi yang dicapai adalah sebesar 64% pada
data validasi dan 66% pada data uji [13]. Selain itu pada penelitian [14], [15], [16], [17] juga melakukan
penelitian dengan metode LSTM dan mendapatkan hasil yang lebih baik daripada metode konvensional lainnya
yaitu rata-rata akurasi sebesar >85%.

Penelitian ini membandingkan metode LSTM dan Naive Bayes untuk klasifikasi terjemahan ayat Al-
Quran bahasa Indonesia kedalam kelas-kelas yang sudah ditentukan di dalam penelitian [18]. Adapun dari 15
kelas yang menjadi fokus penelitian adalah “Arkanul Islam”, “Iman”, “Al-Quran”, “llmu dan Cabang-
Cabangnya”, “Amal”, dan “Undefined class” (kelas untuk ayat yang tidak termasuk kedalam salah satu topik)
dengan menggunakan metode Naive Bayes dan LSTM. Penelitian ini menggunakan data dalam bahasa Indonesia
dan memiliki tujuan yaitu meningkatkan performa klasifikasi serta membandingkan hasil akurasi dari Naive
Bayes dan LSTM.

2. METODOLOGI PENELITIAN
2.1 Tahapan Penelitian

Naive Bayes dan LSTM

4,._.. ))_,V —+@1T?:

Dataset Preprocesing Split Data
Training

Y

Data Al-Quran

Naive Hayes dan LSTM y_val

Madel Predict  Testprediclion  pagification
Optimal evaluation

Gambar 1. Desain Penelitian

Pada gambar 1 dapat dijelaskan bahwa penelitian ini menggunakan data dari terjamahan Al-Quran
dimana data tersebut dibagi menjadi dua yaitu data train dan data test, kedua data tersebut melakukan proses
preprocessing, vectorizer dan split data. Selanjutnya diterapkan metode yaitu Naive Bayes atau LSTM dimana
kedua metode tersebut menghasilkan model optimal yang akan diujikan pada data testing untuk mendapatkan
hasil performa klasifikasi.

2.2 Dataset

Dataset yang dipakai dalam penelitian ini adalah terjemahan Al-Quran yang mulia dalam bahasa Indonesia [19].
Data terjemahan ini disediakan oleh Kementerian Agama Republik Indonesia. Setiap ayat pada data telah diberi
label topik oleh [18] yang terdiri dari 15 kategori topik. Namun, pada penelitian ini hanya menggunakan 6
kategori topik saja, meliputi: “Arkanul Islam”, “Iman”, “Al-Quran”, “Ilmu dan Cabang-Cabangnya”, “Amal”,
dan “Undefined class” (kelas untuk ayat yang tidak termasuk kedalam salah satu topik). Data yang digunakan
bersifat multi-kelas (multi-class). Representasi dataset multi-kelas dari data tersebut dapat dilihat dari tabel
berikut:
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Tabel 1. Representasi data multi-class

Kelas
Terjemahan Arkanul Al- lmu Dan Undefined
Iman Cabang- Amal
Islam Quran Class
Cabangnya
Pemilik hari pembalasan. (1:4) 1 1 0 0 0 0
Kitab (Al-Quran) ini tidak ada 0 1 1 0 1 0

keraguan padanya; petunjuk bagi
mereka yang bertakwa. (2:2)

Keterangan:
0 : terjemahan tersebut tidak ada di dalam kelas; 1 : terjemahan tersebut ada di dalam kelas.

2.3 Data Training dan Validasi

Data yang digunakan pada penelitian ini dibagi menjadi dua, yaitu data training dan data test. Adapun data yang
digunakan untuk data training yaitu berjumlah 1383 ayat yang terdiri dari 22% yaitu surat ke-2 (Surah Al-
Bagarah) sampai surat ke-6 (Surah Al-An’am) dan terjemahan ayat yang termasuk kedalam juz 29 (Surah Al-
Mulk sampai Surah Al-Mursalat) pada Al-Quran. Data training ini mewakili profil surah-surah dengan ayat
yang panjang-panjang (surah Al-Bagarah — Al-Maidah), sedang (surah Al-An’am), dan pendek (surah-surah
pada juz 29). Sedangkan untuk data validasi diambil dari 10% data training.

2.4 Data Testing

Skenario pengujian dilakukan dengan pemilihan surah-surah yang mewakili profil data testing, yaitu:
1. Profil data dalam bentuk ayat Panjang, dipilih surah-sudah pada juz 10-20

2. Profil data dalam bentuk ayat-ayat yang sedang, dipilih surah-surah pada juz 25-28.

3. Profil data uji dalam bentuk ayat-ayat pendek, dipilih surah-surah pada juz 30.

Dari scenario ini, kita bisa menilai apakah pemilihan profil data testing sudah cukup baik untuk
mengklasifikasikan ayat-ayat Al-Qur’an lainnya.

2.5 Teks Preprocessing

Teks preprocessing penting untuk peringkasan dan pengelompokan dokumen. Meliputi Tokenisasi, case folding,

remove of punctuation, Stopwords, dan Stemming yang dapat membantu mempersiapkan data agar lebih mudah

dipahami oleh model.

a. Tokenisasi: proses membagi teks kalimat menjadi bagian tertentu atau memecah kalimat menjadi kata-kata
[20].

b. Remove of punctiuation: merupakan cara membersihkan Data yang mengandung angka, tanda baca, tautan,
tanda pagar, dan penanda pengguna [21].

c. Stopwords: Menghilangkan kata-kata umum yang dianggap tidak memberikan makna, seperti kata sambung
dan kata keterangan [22].

d. Stemming: Proses mengubah kata berimbuhan menjadi kata dasar [23].

Teks preprocessing ini diterapkan pada data train maupun data test. Penelitian ini mengikuti teknis
klasifikasi optimasi teks preprocessing seperti pada penelitian [24], [25] untuk mencari nilai yang paling
optimal. Tetapi ada beberapa kelas yang tidak menggunakan proses stemming dan stopwords untuk mendapatkan
nilai f1-score dan akurasi yang baik dan dapat dilihat pada tabel 4 dan 8.

2.6 Vectorizer

Feature construction atau pembentukan fitur baru dari data mentah, membutuhkan waktu dan observasi yang
cermat karena dilakukan secara manual untuk memastikan fitur yang dihasilkan memberikan manfaat optimal
[26]. Pada penelitian ini feature construction dilakukan menggunakan proses vectorizer dan dibagi menjadi dua
tahapan yaitu feature extraction dan feature selection. Feature extraction adalah di mana sistem mengubah kata-
kata menjadi vector yang terdiri dari dua fase: ekstraksi primer yang mengonversi data menjadi format standar,
dan kemudian mengubahnya menjadi vector. Ekstraksi fitur dapat dilakukan menggunakan representasi bag of
words, metode yang umum digunakan NLP [27]. Feature selection adalah tahap dalam preprocessing data untuk
menyeleksi fitur penting dalam analisis, meningkatkan akurasi model, dan mengurangi waktu komputasi. Ini
dilakukan melalui TF.IDF dan word count, teknik untuk mengukur nilai frekuensi kata dalam dokumen [28]

2.7 Naive Bayes

Naive Bayes merupakan salah satu metode klasifikasi yang dipilih karena kesederhanaan dan efisiensinya.
Metode ini efektif digunakan pada dataset dalam jumlah besar dan mampu mengatasi nilai data yang hilang [29].
Pada penelitian ini metode Naive Bayes menggunakan library scikit-learn (sklearn) dan tidak ada penyetelan
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perameter tuning karena dalam banyak kasus, parameter default dapat memberikan performa yang cukup baik
pada data yang umum digunakan.

2.8 Long Short Term Memory

Metode LSTM adalah salah satu metode deep learning yang bisa diterapkan dalam NLP, termasuk terjemahan
teks, pengenalan ucapan, serta Kklasifikasi baik gambar maupun teks [30]. LSTM adalah pengembangan dari
RNN dengan tambahan sel memori untuk menyimpan informasi dalam rentang waktu yang lebih lama. Setiap sel
memori dilengkapi dengan tiga gerbang: input, forget, dan output. Ini memungkinkan pengaturan, pengendalian,
dan perhitungan nilai yang digunakan sebagai masukan pada langkah berikutnya [31]. LSTM memiliki
parameter tuning yang dapat diatur sesuai dengan kebutuhan, seperti pada penelitian ini untuk meningkatkan
nilai f1-score dan akurasi maka menggunakan parameter tune yang beragam seperti dense layer = 286 dan 320;
dropout = 0.2 dan 0.5; epoch = 50; batch size = 32,64,128, dan 256.

2.9 Evaluasi

Pengujian model yang telah dilatih dilakukan dengan menggunakan data pengujian (testing). Data pengujian
berisi kumpulan data yang digunakan untuk mengevaluasi kinerja model setelah proses pelatihan selesai. Setelah
pengujian dilakukan, maka tahap selanjutnya adalah evaluasi kinerja model berdasarkan nilai precision, recall,
accuracy, dan fl-score yang dihasilkan.

3. HASIL DAN PEMBAHASAN

Pada penelitian ini menggunakan total 6236 data. Data latih yang berisi kumpulan data digunakan untuk melatih
atau membangun model, yang dalam penelitian ini terdiri dari surat ke-2 hingga ke-6 dan terjemahan ayat pada
juz 29 Al-Qur'an, dengan total keseluruhan 1383 ayat. Data pengujian penelitian ini terdiri dari 16 juz yang
meliputi juz 10 hingga 20 yang merupakan ayat-ayat panjang, juz 25 hingga 28 yang merupakan ayat-ayat
sedang dan pendek, serta juz 30 yang merupakan ayat-ayat pendek. Total keseluruhan data pengujian adalah
3551 ayat. Data tersebut dipilih berdasarkan profil ayat pada Al-Quran yang berbeda-beda, yaitu profil ayat
panjang, sedang, dan pendek, serta mengikuti pada data penelitian [3] yang telah dimodifikasi untuk mencapai
hasil yang lebih optimal dan berbeda.

Jumlah data pada terjemahan Al-Quran ini tidak seimbang. Maka, dilakukan penanganan terhadap
ketidakseimbangan jumlah data dengan melakukan proses balancing data berupa oversampling dan
undersampling seperti yang dilakukan pada penelitian [32] untuk mendapatkan nilai optimal, sebelum
melakukan proses tersebut penelitian ini memiliki data baseline yaitu data yang tidak melakukan proses
balancing data dan tidak melakukan penyesuaian parameter tune pada kedua metode. Hasil pengujian baseline
Naive Bayes dapat dilihat pada tabel 2.

Tabel 2. Hasil Baseline Data Training Naive Bayes

Kelas Text Prep Train Score Val Score
Stop Stem F1 Acc F1 Acc
Arkanul islam P P 94.00% 94.13% 64.93% 66.91%
Iman P P 91.59% 91.60% 51.79% 67.47%
Al-Quran P P 94.16% 94.17% 62.15% 76.98%
limu dan cabang- 0 O 9757% 9757%  66.37%  87.05%
cabangnya

Amal P P 91.94% 91.97% 59.33% 69.06%
Undefined class P P 96.73% 96.73% 58.25% 86.33%

Berdasarkan tabel 2 hasil dari baseline data train metode Naive Bayes dimana metode tersebut
melakukan proses preprocessing tetapi tidak melakukan balancing data. Selanjutnya dilakukan pengujian data
test dan menghasilkan performa klasifikasi yang dapat dilihat pada tabel 3. Untuk menghasilkan nilai yang
optimal maka perlu dilakukan optimasi data yang hasilnya dapat dilihat pada tabel 4.

Tabel 3. Hasil pengujian baseline data test metode naive bayes

Kelas Data Test Juz 30 Data Test Juz 10-20 Data Test Juz 25-28

F1 Acc F1 Acc F1 Acc
Arkanul islam 36.65% 45.88% 38.60% 52.67% 40.81% 59.57%
Iman 61.47% 67.78% 60.75% 74.44% 56.82% 64.99%
Al-Quran 48.51% 94.22% 48.05% 92.51% 47.67% 91.10%
Ilmu dan cabang- 48.00% 92.29% 48.05% 92.51% 48.20% 93.04%

cabangnya

Amal 47.95% 92.12% 47.59% 90.81% 47.07% 88.95%

Copyright © 2024 Author, Page 629
This Journal is licensed under a Creative Commons Attribution 4.0 International License



Journal of Computer System and Informatics (JoSYC)
ISSN 2714-8912 (media online), ISSN 2714-7150 (media cetak)

Volume 5, No. 3, May 2024, Page 626-635
https://ejurnal.seminar-id.com/index.php/josyc

DOI 10.47065/josyc.v5i3.5181

Kelas Data Test Juz 30 Data Test Juz 10-20 Data Test Juz 25-28

F1 Acc F1 Acc F1 Acc
Undefined class 47.18% 89.32% 44.73% 80.93% 47.78% 91.50%
Rata-rata 48.29% 80.27% 47.96% 80.65% 48.06% 81.53%

Berdasarkan tabel 3 yang merupakan hasil pengujian data test dari semua kelas dengan menggunakan
metode Naive Bayes, yang terdiri dari nilai f1-score dan accuracy data test juz 30, juz 10 sampai 20, dan juz 25
sampai 28. Semua kelas berhasil mendapatkan nilai yang bervariasi pada ketiga data test. Pada tahap selanjutnya
perlu melakukan proses optimasi untuk mendapatkan nilai optimal. Hasil optimal data train dapat dilihat pada
tabel 4.

Tabel 4. Hasil optimal data train metode naive bayes

Kelas Balancing* Text Prep Train Score Val Score

1 0 Stop Stem F1 Acc F1 Acc
. 758 758

Arkanul islam — — P P 94.00% 94.13% 64.93% 66.91%
5

Iman 0 0 91.59% 91.60% 51.79% 67.47%
{ic 1098

Al-Quran - _— P P 94.16% 94.17% 62.15% 76.98%
i

limu dan cabang- ——_ 2% 0 O 9757% 9757% 66.37% 87.05%
cabangnya 1212594 %(1345;

Amal —_— —_—— 0 0 91.94% 91.97% 59.33% 69.06%
1015 1015
. 66 1178

Undefined class — —— O @) 96.73% 96.73% 58.25% 86.33%
1178 1178

)* balancing : Melakukan undersampling atau oversampling untuk kelas yang tidak seimbang. Dengan

jumlah data yang berbeda-beda. Untuk mendapatkan nilai yang optimal maka dilakukan
oversampling dari 486 data menjadi 758, 530 menjadi 714, 146 menjadi 1098, 90 menjadi
1154, 229 menjadi 1015, dan 66 menjadi 1178.

Text Prep : Menerapkan semua proses teks preprocessing dan tidak melakukan proses stopword dan
stemming.

Train dan Val Score : Nilai f1-score dan accuracy dari data train dan validasi.

Tabel 4 memberikan gambaran hasil dari penerapan teks preprocessing dan balancing data sangat
mempengaruhi performa klasifikasi pada setiap kelas dengan data yang berbeda. Dengan demikian hasil dari f1-
score dan accuracy menjadi lebih baik dibandingkan hasil baseline. Kemudian dilakukan pengujian data test
seperti pada tabel 5.

Tabel 5. Hasil pengujian model Naive Bayes optimal terhadap data test

Kelas Data Test Juz 30 Data Test Juz 10-20 Data Test Juz 25-28
F1 Acc F1 Acc F1 Acc
Arkanul islam 58.10% 58.14% 65.22% 65.70% 60.15% 61.31%
Iman 59.99% 60.07% 64.01% 67.20% 67.41% 67.55%
Al-Quran 53.81% 73.20% 57.19% 77.98% 58.26% 77.48%
Ilmu dan cabang-cabangnya 54.94% 71.10% 63.75% 85.82% 59.36% 81.68%
Amal 52.94% 70.93% 60.11% 77.38% 58.32% 72.16%
Undefined class 52.54% 75.48% 59.23% 75.34% 53.65%  78.40%
Rata-rata 55.39% 68.15% 61.59% 74.90% 59.53% 73.10%

Tabel ini menunjukkan bahwa setelah melakukan proses optimasi maka hasil dari nilai data test diatas
lebih baik dibandingkan sebelumnya. Dapat dilihat bahwa terdapat banyak peningkatan antara fl-score dan
accuracy pada semua data test. Pada ketiga data test terbukti bahwa pada profil ayat yang pendek mendapatkan
nilai f1-score dan accuracy yang rendah, dan meningkat pada profil ayat yang sedang dan panjang. Oleh karena
itu, proses balancing data sangat penting dalam meningkatkan performa klasifikasi. Selanjutnya melakukan
pengujian baseline pada metode LSTM seperti pada tabel 6.

Tabel 6. Hasil baseline data train metode LSTM

Kelas Text Prep Parameter Tuning Train Score Val Score
Stop Stem DL DO EP BS EPO F1 Acc F1 Acc
Arkanul islam P P 286 02 50 64 6 99.67% 99.67%  62.35% 62.59%
Iman P P 286 02 50 64 11 99.77%  99.77%  74.83% T74.79%
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Kelas Text Prep Parameter Tuning Train Score Val Score
Stop Stem DL DO EP BS EPO F1 Acc F1 Acc
Al-Quran P P 286 0.2 50 64 12 100% 100% 68.08%  89.93%
limu dan cabang- o) O 286 02 50 64 14  100%  100%  99.13%  99.13%
cabangnya
Amal P P 286 0.2 50 64 20 100% 100% 97.04%  97.04%
Undefined class P P 286 0.2 50 64 5 99.67%  99.67% 98.72% 98.73%
Text Prep : Menerapkan semua proses teks preprocessing dan tidak melakukan proses stopword dan
stemming.

Parameter Tuning : Melakukan penyesuaian Dense Layer (DL), Drop Out (DO), Epoch (EP), Batch Size (BS)
dan Epoch Optimal (EPO).
Train dan Val Score : Nilai f1-score dan accuracy dari data train dan validasi.

Berdasarkan tabel 6 hasil dari baseline metode LSTM dimana metode tersebut berhasil mendapatkan nilai
yang cukup baik dan melakukan proses preprocessing tetapi tidak melakukan balancing data. Selanjutnya
dilakukan pengujian data test dan menghasilkan performa klasifikasi yang dapat dilihat pada tabel 7.

Tabel 7. Hasil pengujian baseline data test metode LSTM
Data Test Juz 30  Data Test Juz 10-20 Data Test Juz 25-28

Kelas F1 Acc F1 Acc F1 Acc
Arkanul islam 53.59% 53.59% 61.22% 61.41% 59.05% 59.77%
Iman 57.11% 59.54% 60.52% 65.35% 60.79% 62.64%
Al-Quran 5437% 81.96% 61.01% 88.77% 60.62% 86.69%
Ilmu dan cabang-cabangnya 59.34% 90.89% 61.34% 92.11% 57.38% 90.79%
Amal 61.62% 88.97% 59.28% 84.87% 59.81% 82.80%
Undefined class 50.77% 87.92% 49.90% 80.68% 49.31% 89.97%
Rata-rata 56.13% 77.15% 58.88% 78.87% 57.83% 78.78%

Berdasarkan Tabel 7 yang merupakan hasil pengujian data test dari semua kelas dengan menggunakan
metode LSTM, yang terdiri dari nilai f1-score dan accuracy data test juz 30, juz 10 sampai 20, dan juz 25 sampai
28. Untuk mendapatkan nilai optimal dan peningkatan nilai data test maka dapat dilakukan semua proses
optimasi dan penyesuaian parameter tune seperti pada tabel 8.

Tabel 8. Skor optimal untuk proses training LSTM

Balancing*  Text Prep Parameter Tuning Train Score Val Score
Kelas 1 o S St D Eogs B A FL Acc
p m O P 0
. 758 758 99.67 99.67 6235 62.59
Arkanul islam 186 758 P P 320 05 50 256 6 % % % %

530 714 99.77  99.77 7622 76.22

Iman 1 712 (0] O 28 02 50 128 11 % % % %
Al-Quran 146 1998 5 b 286 05 50 128 3 100% 100% o008 8993
1098 %?gg % %
Ilmu dan cabang- 90 0 O 286 02 50 128 4 100%  100% 99.13  99.13
cabangnya 1154 1154 % %
229 1015 28 0. 5 12 0 0 97.04 97.04

Amal 101 1015 (0] 6] 6 2 0 8 8 100%  100% % %
Undefined class 66 1178 0 O 28 02 50 64 2 92'67 92'67 980'72 9%'73
1178 1178 % % % %

)* balancing : Melakukan undersampling atau oversampling untuk kelas yang tidak seimbang. Dengan
jumlah data yang berbeda-beda. Untuk mendapatkan nilai yang optimal maka dilakukan
oversampling dari 486 data menjadi 758, 530 menjadi 714, 146 menjadi 1098, 90 menjadi
1154, 229 menjadi 1015, dan 66 menjadi 1178.

Text Prep : Menerapkan semua proses teks preprocessing dan tidak melakukan proses stopword dan
stemming.

Parameter Tuning : Melakukan penyesuaian Dense Layer (DL), Drop Out (DO), Epoch (EP), Batch Size (BS)
dan Epoch Optimal (EPO).

Train dan Val Score : Nilai f1-score dan accuracy dari data train dan validasi.

Tabel 8 memberikan gambaran hasil dari penyesuaian parameter tuning, teks preprocessing dan
balancing data sangat mempengaruhi performa klasifikasi pada setiap kelas dengan data yang berbeda. Dengan
demikian hasil dari f1-score dan accuracy menjadi lebih baik dibandingkan hasil baseline. Kemudian dilakukan
pengujian data test seperti pada tabel 9.
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Tabel 9. Hasil pengujian model LSTM optimal terhadap data test

Kelas Data Test Juz 30  Data Test Juz 10-20 Data Test Juz 25-28
F1 Acc F1 Acc F1 Acc
Arkanul islam 56.35% 56.39% 62.20% 62.96% 59.67% 60.90%
Iman 58.52% 61.82% 61.73% 66.15% 62.78% 63.77%
Al-Quran 57.05% 85.29% 61.87% 88.22% 59.31% 86.59%
Ilmu dan cabang-cabangnya 59.96% 88.97% 61.45% 91.96% 57.98% 91.30%
Amal 62.60% 90.37% 59.38% 84.27% 61.35% 83.52%
Undefined class 53.61% 87.22% 51.22% 79.98% 50.45% 88.84%
Rata-rata 58.02% 78.34% 59.64% 78.92% 58.59% 79.15%

Setelah mendapatkan hasil pengujian data test pada tabel 9, maka didapatkan nilai rata-rata perbandingan
data test baseline dan optimal metode Naive Bayes dan LSTM yang dapat dilihat pada tabel 10.

Tabel 10. Perbandingan nilai rata-rata data test baseline dan optimal

Model Juz30 Juz 1020 Juz 2528
Baseline Naive Bayes 48.29% 47.96%  48.06%
Optimal Naive Bayes 55.39% 61.59%  59.53%
Baseline Istm 56.13% 58.88% 57.83%
Optimal Istm 58.02% 59.64%  58.59%
juz 30 juz1020 juz2528
optimal Istm optimal Istm optimal Istm
baseline Istm baseline Istm baseline Istm
optimal nb aptimalnb coptimalnb
baseline nb baseline nb baseline nb
0.00% 20.00% 40.00% 60.00% 0.00% 20.00% 40.00% 60.00% B80.00% 0.00% 20.00% 40.00% 60.00%

Gambar 1. Grafik 1 Perbandingan model baseline dan optimal

Berdasarkan tabel 10 dan grafik 1 setelah melakukan proses optimasi maka nilai dari kedua metode
tersebut yaitu Naive Bayes dan LSTM memiliki kinerja yang lebih baik dibanding sebelum melakukan optimasi

atau baseline.

Tabel 11. Confusion matrix data test juz 30

Kelas Model F1-score

Baseline Naive Bayes  48.00%

lImu dan cabang-cabangnya Optimal Naive Bayes  54.94%
Baseline Istm 59.34%

Optimal Istm 59.96%

Berdasarkan tabel 11 confusion matrix yang ditampilkan adalah pada data test juz 30. Mempunyai nilai
beragam serta mengalami peningkatan pada bagian fl-score setelah melakukan balancing data. Confusion
matrix dapat dilihat pada gambar 2 dibawah:

o 527 0 o 374
@
=
bt
=
- - 44 0 - 12
' | !
4] 1 o
y_test

y_test
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153 o
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11
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Gambar 2. Confusion Matriks (A) Naive Bayes Baseline (B) Naive Bayes Optimal (C) LSTM Baseline (D)

LSTM Optimal

Berdasarkan gambar 2 Confusion matrix pada Naive Bayes terhadap data test juz 30 maka ilmu dan
cabang-cabangnya tidak dapat diprediksi pada baseline (A). Tetapi setelah melakukan optimasi, sistem bisa
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memprediksi ilmu dan cabang-cabangnya sebanyak 32 data dari 374 data dan masih ada 12 data yg masih
terprediksi sebagai yang bukan ilmu dan cabang-cabangnya. kemudian terprediksi sebanyak 153 data yang
seharusnya tidak mengandung ilmu dan cabang-cabangnya (B). Sedangkan pada LSTM hanya sedikit data yang
bisa diprediksi yang berkaitan dengan ilmu dan cabang-cabangnya (C). Setelah dilakukannya optimasi balancing
data dengan parameter tune yaitu dense layer = 286; dropout = 0.2; epoch = 50; batch size = 128. Maka sistem
memprediksi ilmu dan cabang-cabangnya sebanyak 11 data dari 497 data dan 33 data yang terprediksi sebagai
yang bukan ilmu dan cabang-cabangnya, dan terprediksi 30 data yang seharusnya tidak mengandung ilmu dan
cabang-cabangnya (D). Kesalahan prediksi klasifikasi metode Naive Bayes dan LSTM dapat dilihat pada tabel
12 dan 13.

Tabel 12. Kesalahan klasifikasi pada data test juz 30 kelas ilmu dan cabang-cabangnya metode Naive Bayes

Terjemahan Data Label Hasil Prediksi
Bacalah, dan Tuhanmulah Yang Mahamulia, (96:3) 1 0
Yang mengajar (manusia) dengan pena. (96:4) 1 0

Keterangan:

0: terjemahan tersebut tidak ada di dalam kelas; 1: terjemahan tersebut ada di dalam kelas.
Tabel diatas merupakan hasil dari kesalahan Klasifikasi pada data test juz 30 pada kelas ilmu dan cabang-
cabangnya dengan metode Naive Bayes yang telah melakukan proses balancing data. Hasil prediksi
menunjukkan bahwa pada prediksi pertama, model memprediksi ayat sebagai kategori yang salah, sedangkan
pada prediksi kedua, hasil memprediksi ayat tidak sesuai dengan label seharusnya. Hal ini menunjukkan bahwa
terdapat kesalahan dalam proses klasifikasi terhadap data test yang telah diberikan. Kesalahan klasifikasi dengan
metode LSTM dapat dilihat pada tabel 13.

Tabel 13. Kesalahan klasifikasi pada data test juz 30 kelas ilmu dan cabang-cabangnya metode LSTM

Terjemahan Data Hasil
) Label Prediksi
Maka barangsiapa mengerjakan kebaikan seberat zarrah, niscaya dia akan melihat
. 1 0
(balasan)nya, (99:7)
dan barangsiapa mengerjakan kejahatan seberat zarrah, niscaya dia akan melihat 1 0

(balasan)nya. (99:8)

Keterangan:

0: terjemahan tersebut tidak ada di dalam kelas; 1: terjemahan tersebut ada di dalam kelas.
Tabel diatas merupakan hasil dari kesalahan klasifikasi pada data test juz 30 pada kelas ilmu dan cabang-
cabangnya dengan metode LSTM yang telah melakukan proses balancing data. Hasil prediksi menunjukkan
bahwa pada prediksi pertama, model memprediksi ayat sebagai kategori yang salah, sedangkan pada prediksi
kedua, hasil memprediksi ayat tidak sesuai dengan label seharusnya. Hal ini menunjukkan bahwa terdapat
kesalahan dalam proses klasifikasi terhadap data test yang telah diberikan.

4. KESIMPULAN

Hasil pengujian pada data terjemahan Al-Quran menggunakan metode Naive Bayes dan LSTM menunjukkan
bahwa kedua metode tersebut mengalami peningkatan kinerja setelah dilakukan proses optimasi data, baik dari
segi fl-score maupun akurasi. Metode Naive Bayes dan LSTM dapat menjadi pilihan yang baik untuk tugas
klasifikasi. Dalam setiap kelas, optimasi balancing data terbukti sangat penting untuk meningkatkan
kemampuan model untuk memprediksi kelas yang kurang mewakili dalam kumpulan data, seperti penelitian ini
menggunakan teknik oversampling. Teknik undersampling tidak digunakan dalam penelitian ini karena terbukti
tidak meningkatkan akurasi, bahkan mengurangi performa f1-scorenya. Model Naive Bayes yang paling optimal
mendapatkan nilai rata-rata 55.39% pada data test juz 30, 61.59% pada data test juz 10-20, dan 59.53% pada
data test juz 25-28. Sedangkan model LSTM yang paling optimal adalah 58.02% pada data test juz 30, 59.64%
pada data test juz 10-20, dan 58.59% pada data test juz 25-28. Berdasarkan nilai rata-rata tersebut, dapat
disimpulkan bahwa pada data test juz 30 metode LSTM lebih unggul dibanding metode Naive Bayes. Sedangkan
pada juz 10-20 dan juz 25-28 metode Naive Bayes lebih unggul dibandingkan metode LSTM. Untuk
pengembangan penelitian selanjutnya, dapat dilakukan eksperimen dengan menggunakan berbagai arsitektur dan
teknik pengolahan data lainnya untuk meningkatkan kinerja klasifikasi.
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