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Abstrak−Serangan ransomware terhadap Pusat Data Nasional Sementara (PDNS) pada Juni 2024 menimbulkan kekhawatiran 

besar di masyarakat terkait keamanan data dan kesiapan pemerintah dalam menghadapi ancaman cyber. Penelitian ini bertujuan 

untuk menganalisis sentimen publik terhadap insiden tersebut menggunakan pendekatan analisis sentimen berbasis aspek pada 
2.700 tweet berbahasa Indonesia yang dikumpulkan dari platform X. Penelitian mengikuti tahapan SEMMA (Sample, Explore, 

Modify, Model, Assess) yang mencakup pra-pemrosesan teks, ekstraksi aspek menggunakan Part-of-Speech Tagging dan 

pengenalan entitas bernama, representasi fitur menggunakan Term Frequency-Inverse Document Frequency, serta penyaringan 

aspek berdasarkan koherensi semantik. Aspek yang diperoleh dikelompokkan ke dalam lima kategori: keamanan data, tokoh dan 
lembaga, infrastruktur, politik dan ekonomi, serta dampak. Klasifikasi sentimen dilakukan menggunakan model IndoBERTweet. 

Hasil analisis menunjukkan dominasi sentimen negatif, khususnya pada aspek infrastruktur dan tokoh-lembaga, serta tidak 

ditemukannya sentimen positif pada aspek politik dan ekonomi. Untuk mengatasi ketidakseimbangan distribusi sentimen, 

digunakan metode Synthetic Minority Oversampling Technique dalam tahap pelatihan model. Evaluasi terhadap dua algoritma, 
yaitu Random Forest dan Support Vector Machine, menunjukkan bahwa Random Forest memiliki performa terbaik dengan akurasi 

96% pada rasio data 70:30 dan rata-rata akurasi 99,05% pada validasi silang 10-fold. Temuan ini menegaskan efektivitas analisis 

sentimen berbasis aspek dan keunggulan Random Forest dalam mengklasifikasikan data yang kompleks dan tidak seimbang. 

Kata Kunci: Analisis Sentimen; Analisis Sentimen Berbasis Aspek; Kebocoran Data; Random Forest; Support Vector Machine  

Abstract−A ransomware attack on Indonesia’s Temporary National Data Center (PDNS) in June 2024 triggered major public 

concern over data security and government preparedness. This study aims to analyze public sentiment toward the incident using an 

Aspect-Based Sentiment Analysis approach on 2,700 Indonesian-language tweets collected from the X platform. The research 

follows the SEMMA (Sample, Explore, Modify, Model, Assess) methodology, involving text preprocessing, aspect extraction 
using part-of-speech tagging and named entity recognition, feature representation using Term Frequency-Inverse Document 

Frequency, and aspect refinement through semantic coherence. Extracted aspects are grouped into five categories: data security, 

institutions, infrastructure, politics and economy, and impact. Sentiment classification is carried out using the IndoBERTweet 

model. Results indicate a strong dominance of negative sentiment, particularly in the infrastructure and institutional categories, 
with no positive sentiment recorded in the political and economic aspect. To address class imbalance in sentiment distribution, the 

Synthetic Minority Oversampling Technique is applied during model training. Performance evaluation of two algorithms—

Random Forest and Support Vector Machine—shows that Random Forest performs best, achieving 96% accuracy on a 70:30 data 

split and 99.05% average accuracy using 10-fold cross-validation. These findings highlight the effectiveness of aspect-based 

sentiment analysis and demonstrate Random Forest's superiority in handling imbalanced sentiment classification tasks. 

Keywords: Aspect-Based Sentiment Analysis; Data Breach; Random Forest; Sentiment Analysis; Support Vector Machine 

1. PENDAHULUAN 

Zaman modern telah membawa perkembangan teknologi yang sangat pesat, termasuk dominasi media sosial dalam 

interaksi manusia [1]. Saat menggunakan internet, keamanan data menjadi aspek penting yang perlu diperhatikan, 

khususnya ketika berurusan dengan data-data pribadi yang bersifat sensitif. Kelalaian akan keamanan data pribadi 

dapat menimbulkan berbagai macam kerugian dengan skala yang beragam [2]. Salah satu insiden besar terjadi pada 

20 Juni 2024, ketika Pusat Data Nasional Sementara (PDNS) mengalami serangan ransomware oleh kelompok Brain 

Chipper yang menuntut tebusan 8 juta untuk membuka data yang dikuncinya. 

Kebocoran data bukan hal baru di Indonesia. Sejak tahun 2020, berbagai kasus besar telah terjadi, seperti 

kebocoran 91 juta data pengguna Tokopedia dan 279 juta data BPJS Kesehatan [3]. Kejadian-kejadian ini 

memengaruhi kepercayaan publik terhadap tata kelola data pemerintah. Kepercayaan publik merupakan faktor penting 

dalam menghasilkan legitimasi, yang dapat menghasilkan aset sosial untuk pemerintah dalam politik dan kegiatan 

pemerintah. Dalam hal ini, analisis sentimen diperlukan untuk mengetahui tingkat kepercayaan masyarakat yang ada 

[4]. Analisis sentimen menjadi alat penting dalam memahami opini publik di media sosial. Dengan mengelompokkan 

opini menjadi sentimen positif, negatif, atau netral, pendekatan ini telah digunakan dalam berbagai bidang seperti 

pemasaran, politik, kebijakan publik dan telah beralih ke teks media sosial, salah satunya platform X [5][6]. Namun 

demikian, klasifikasi sentimen yang bersifat umum belum cukup dalam mengungkap letak subtansial persoalan, 

terutama dalam kasus yang melibatkan berbagai dimensi tematik seperti insiden kebocoran data nasional. Oleh karena 

itu, pendekatan Aspect-Based Sentiment Analysis (ABSA) menjadi relevan karena memungkinkan analisis sentimen 

yang lebih rinci terhadap aspek tertentu dalam teks [7]. 
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Platform X telah menjadi platform yang ideal untuk mencermati reaksi masyarakat terhadap kebijakan proteksi 

data pribadi, karena mereka memungkinkan analisis sentimen yang luas dan real-time [8]. Pengguna X sering berbagi 

pendapat, pemikiran, dan tanggapan mereka secara terbuka, yang dapat digunakan untuk mempelajari perasaan 

mereka tentang topik tertentu atau komentar mereka tentang layanan tertentu [9]. Dengan menggunakan analisis 

sentimen pada X, penelitian ini dapat mengevaluasi efektivitas strategi proteksi data yang saat ini digunakan dan 

memberikan rekomendasi untuk meningkatkan kerja sama antara pemerintah, institusi, dan masyarakat dalam 

melindungi data pribadi [10]. 

Beberapa penelitian sebelumnya telah menggunakan analisis sentimen dalam konteks kebocoran data. Seperti 

penelitian yang dilakukan oleh Sholehurrohman dan Ilman (2022) yang menganalisis kasus kebocoran data pengguna 

Facebook dengan menggunakan web scraping API dan klasifikasi sentimen [11]. Selain itu, Ahmad Turmudi Zy dan 

Wahyu Hadikristanto (2023) meneliti persepsi publik terhadap isu kebocoran data menggunakan algoritma Support 

Vector Machine (SVM) dan Naïve Bayes, dengan hasil presisi masing-masing sebesar 80% dan 97% [12]. Penelitian 

lain oleh Umam et al. (2024) membandingkan performa Random Forest dan Support Vector Classification (SVC) 

dalam klasifikasi email phishing, di mana SVC konsisten menunjukkan akurasi tertinggi hingga 97,52% [13]. Dalam 

konteks lokal, Alvali Zaqi Taufan dan Wahyu Wibowo (2024) mengkaji sentimen masyarakat terhadap keamanan 

data dan privasi pasca disahkannya UU PDP. Penelitian ini menemukan bahwa Linear SVM menjadi model paling 

akurat dengan akurasi 92,6% dan AUC 97% [14]. Penelitian terkait lainnya oleh Ichlasul Amal et al. (2022) juga 

menunjukkan bahwa SVM unggul dalam menganalisis sentimen terhadap isu kebocoran data kartu SIM, dengan F1-

score tertinggi dibanding Random Forest, Logistic Regression, dan IndoBERT [15]. 

Meskipun sejumlah penelitian terdahulu telah menerapkan analisis sentimen, sebagian besar masih terbatas 

pada level dokumen atau kalimat, tanpa mengidentifikasi aspek-aspek spesifik yang menjadi perhatian publik. Selain 

itu, model klasik yang digunakan umumnya belum mempertimbangkan ketidakseimbangan distribusi kelas sentimen, 

sehingga cenderung bias terhadap kelas mayoritas. Studi ini mengadopsi pendekatan ABSA yang dikembangkan 

untuk konteks Indonesia, dengan mengintegrasikan ekstraksi aspek berbasis Part Of Speech Tagging dan Named 

Entity Recognition (NER), kemudian diperkuat dengan pembobotan menggunakan TF-IDF serta evaluasi dengan 

semantic coherence untuk memastikan keterhubungan antar aspek. Proses klasifikasi sentimen dilakukan dengan 

model pretrained IndoBERTweet, yang dikembangkan secara khusus untuk menangani dinamika bahasa di media 

sosial berbahasa Indonesia. Untuk menilai kualitas hasil klasifikasi sekaligus menjaga konsistensi performa model, 

digunakan dua algoritma pembelajaran mesin, Random Forest dan Support Vector Machine (SVM), yang telah 

terbukti andal dalam mengelola data teks berukuran menengah dan bersifat nonlinier. Selain itu, teknik Synthetic 

Minority Oversampling Technique (SMOTE) diterapkan agar distribusi sentimen yang tidak seimbang tetap terwakili 

secara proporsional selama proses pelatihan. 

Dengan menggunakan data dari platform X dalam periode 20 Juli–31 Desember 2024, penelitian ini bertujuan 

untuk menganalisis respons publik terhadap insiden kebocoran PDNS secara terstruktur. Hasil analisis diharapkan 

dapat memberikan masukan untuk pengembangan strategi perlindungan data yang lebih efektif dan responsif terhadap 

kebutuhan masyarakat [16]. Selain memetakan sentimen berdasarkan aspek, analisis juga diarahkan untuk 

mengungkap ekspresi emosional yang muncul, seperti kemarahan, kekecewaan, dan ketidakpercayaan, yang secara 

konsisten tampak dalam sentimen negatif terhadap aspek-aspek tertentu. Melalui pendekatan ini, diharapkan diperoleh 

pemahaman yang lebih menyeluruh mengenai persepsi publik terhadap tata kelola keamanan siber nasional, sekaligus 

memberikan kontribusi konseptual dalam pengembangan metode analisis sentimen berbasis aspek dalam konteks 

kebijakan digital di Indonesia. 

2. METODOLOGI PENELITIAN 

Metodologi penelitian merupakan alur-alur penilitian yang menggambarkan langkah-langkah dalam melaksanakan 

penelitian dari awal hingga selesai agar penelitian dapat dilaksanakan secara sistematis dan mencapai tujuan. 

Metodologi penelitian ini dapat dilihat pada Gambar 1. 

 

Gambar 1. Alur Penelitian  
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2.1 Analisis Masalah 

Tahap awal penelitian ini difokuskan pada pemahaman konteks dan identifikasi akar permasalahan yang berkaitan 

dengan insiden kebocoran Pusat Data Nasional Sementara, sebagai dasar dalam merumuskan tujuan, ruang lingkup, 

dan urgensi penelitian. Setelah itu, dilakukan Studi Literatur yang bertujuan untuk mengidentifikasi fakta-fakta 

penting dan kesenjangan dalam penelitian sebelumnya yang dapat menjadi latar belakang dan alasan pendukung 

penelitian. 

2.2 Tahap Pengolahan Data (Metode SEMMA) 

Metode SEMMA juga dapat diartikan sebagai implementasi praktis dari lima tahap dalam proses KDD (Knowledge 

Discovery in Database) yang merupakan singkatan dari sample, explore, modify, model, dan assess [17]. Tahapan-

tahapan ini memungkinkan untuk mengimplementasikan model yang kuat dan lebih akurat untuk pengambilan 

keputusan berdasarkan hasil yang diperoleh. Oleh karena itu, proses ini menentukan struktur yang teratur dan 

sistematis yang menangani proyek-proyek kompleks berdasarkan penggalian data [18]. 

a. Sample 

Pada tahapan sample, dilakukan pengumpulan data mengenai topik kebocoran PDNS dengan web crawling dari 

platform X. Web Crawling merupakan proses untuk mengumpulkan informasi yang ditampilkan di browser web 

secara otomatis yang bertujuan untuk mengekstrak informasi dari web [19], [20]. 

b. Explore 

Tahap ini bertujuan untuk mendiskripsikan data yang didapatkan melalui web crawling dari platform X tentang 

kebocoran Pusat Data Nasional Sementara dan menentukan data yang digunakan. 

c. Modify 

Dalam tahapan modify, dilakukan text preprocessing yang di mulai dari tahap case folding, yaitu perubahan semua 

huruf dalam teks menjadi huruf kecil. Selanjutnya tahapan cleaning, yaitu menghapus data yang tidak relevan dan 

tidak memiliki makna dalam analisis teks. Lalu dilakukan tokineze untuk memecah teks menjadi token-token kata. 

Selanjutnya stopword removal, yaitu menghilangkan kata-kata umum yang tidak memberikan nilai tambahan pada 

analisis teks. Terakhir adalah stemming, yaitu tahapan untuk menghilangkan imbuhan atau awalan dari kata agar 

hanya tesrsisa akar kata (root word) atau bentuk dasarnya [21]. 

d. Model 

Tahap ini bertujuan untuk melakukan Aspect-Based Sentiment Analysis (ABSA). Ekstraksi aspek dilakukan 

menggunakan Part of Speech Tagging (POS Tag) dan Named Entity Recognition (NER), yang hasilnya disaring 

menggunakan pembobotan TF-IDF dan pengukuran Semantic Coherence untuk menjamin relevansi semantik. 

Aspek-aspek yang telah tersaring kemudian dikelompokkan secara manual ke dalam lima kategori tematik, yaitu 

Keamanan Data, Lembaga Pemerintah, Infrastruktur, Politik, serta Dampak. Kategori ini dipilih berdasarkan 

penelaahan dari beberapa penelitian seperti, Lee et al., (2022), Correa et al., (2025), Shandler et al., (2023), Prince 

et al., (2024) [22], [23], [24], [25]. 

Setelah kategorisasi, pelabelan sentimen dilakukan secara otomatis menggunakan model pre-trained 

IndoBERTweet (Aardiiiiy/indobertweet-base-Indonesian-sentiment-analysis) yang telah disesuaikan untuk teks 

media sosial berbahasa Indonesia. Selanjutnya, dilakukan pembagian data latih dan data uji yang berfungsi untuk 

mengevaluasi kemampuan generalisasi model terhadap data. Melalui perbandingan performa pada berbagai rasio 

pembagian, analisis sensitivitas model terhadap ukuran data pelatihan juga dapat dilakukan sebagai bagian dari 

pengujian keandalan algoritma yang digunakan [26]. 

e. Assess 

Pada tahap assess, dilakukan penilaian kinerja performa terhadap algoritma Random Forest dan Support Vector 

Machine menggunakan beberapa matriks seperti akurasi, presisi, recall, dan f1-score. Setelah itu dilakukannya K-

Folds Cross Validation untuk melakukan validasi performa kinerja dari algoritma yang dilakukan pada dataset. 

2.3 Tahap Analisis Data 

Tahap ini penulis merupakan tahap menganilisis dari hasil penelitian. Langkah pertama adalah analisa klasfikasi 

dengan menganilisis kembali hasil klasifikasi berdasarkan alur dari tahap-tahap penelitian. Setelah itu dilakukannya 

visualisasi klasifikasi menggunakan Wordcloud. Wordcloud merupakan visualisasi komputer yang menampilkan kata 

kunci utama dari teks atau dokumen pada kanvas visualisasi [27]. 

2.4 Kesimpulan 

Kesimpulan disusun berdasarkan keseluruhan proses metodologis dan temuan penelitian, yang merefleksikan 

hubungan antara pendekatan yang diterapkan dan hasil yang diperoleh. 

2.5 IndoBERTweet 

Dalam beberapa tahun terakhir, ditemukannya metode Bidirectional Encoder Representations form Transformers 

(BERT) dalam bidang NLP  yang melampaui metode tradisional. BERT meningkatkan pemahaman bahasa dan 

konteks, yang memungkinkan penggunaan model pre-trained yang lebih cepat dan mudah di aplikasikan dalam 

analisis sentimen [28]. Salah satu model BERT yang cocok dari Hugging Face untuk dataset dari platform X dan 
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berbahasa Indonesia adalah IndoBERTweet [29]. Dengan memanfaatkan pipeline dari transformers, setiap teks 

dianalisis untuk menentukan polaritas sentimennya terhadap aspek yang telah diidentifikasi sebelumnya [30]. 

2.6 POS Tag dan NER 

Part of Speech Tagging (POS Tag) adalah teknik untuk mengelompokkan kata berdasarkan kelas kata seperti kata 

benda, kata kerja, atau kata sambung. POS Tag merupakan sistem berbasis pembelajaran mesin yang diciptakan untuk 

mengotomatisasi proses menandai aspek, yang dapat memakan waktu yang lama jika dilakukan secara manual [31]. 

Sedangkan Named Entity Rcognition (NER) berfokus pada mengekstrak informasi penting dari teks yang tidak 

terstruktur. NER bekerja untuk mengidentifikasi dan mengklasifikasikan komponen penting, seperti nama orang, 

lokasi geografis, tanggal, organisasi, dan peristiwa [32]. 

2.7 Semantice Coherence 

Semantic Coherence merupakan teknik dalam NLP yang bertugas untuk penyaringan dan pemilihan informasi 

tertentu. Semantic Coherence menekankan bahwa kalimat harus koheren dan konsisten dengan mempertimbangkan  

elemen seperti topik, urutan kata, penggunaan bahasa yang tepat, konteks keseluruhan, dan struktur kalimat [7]. 

2.8 Pembobotan TF-IDF 

Teknik TF-IDF (Term Frequency-Inverse Document Frequency) adalah teknik yang digunakan untuk menghitung 

bobot term dalam sebuah dokumen. Komponen TF berfungsi untuk menghitung frekuensi sebuah term dalam sebuah 

dokumen. Sedangkan komponen IDF  berfungsi untuk menentukan signifikansi sebuah term dengan 

mempertimbangkan kemunculannya di dokumen dan membedakannya dari stopwords. Ini dihitung dengan 

mengambil logaritma dari rasio antara jumlah total dokumen dan jumlah dokumen yang mengandung term, seperti 

yang ditunjukkan dalam persamaan: 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡) = 𝑇𝐹(𝑡, 𝑑) × 𝐼𝐷𝐹(𝑡)    (1) 

2.9 Random Forest 

Random Forest adalah algoritma yang menggunakan metode bagging untuk mengambil beberapa sampel data, melatih 

beberapa pohon keputusan, dan melakukan pengambilan suara terbanyak untuk klasifikasi, sedangkan pada masalah 

regresi dilakukan pengambilan nilai rata-rata (mean) [33]. Dalam kasus masalah regresi, ketika menggunakan 

algoritma Random Forest, Mean Squared Error (MSE) digunakan untuk menentukan bagaimana data bercabang dari 

setiap node [34]. Rumus Random Forest digambarkan menjadi: 

𝑀𝑆𝐸 =  
1

𝑁
∑ (𝑓𝑖 − 𝑦𝑖)2𝑁

𝑖=1       (2) 

2.10 Support Vector Machine 

Support Vector Machines (SVM) merupakan salah satu algoritma untuk klasifikasi dan regresi yang telah diterapkan 

di banyak aplikasi berkat banyak fitur menarik dan kinerja empiris yang tinggi [35]. SVM menemukan batas yang 

memisahkan kelas-kelas yang berbeda satu sama lain di mana dalam ruang 2 dimensi, batas tersebut dinamai garis, 

dalam ruang 3 dimensi batas tersebut dinamai bidang, dan akhirnya dalam dimensi yang lebih besar dari 3 batas 

tersebut dinamai Hyper Field [34]. Rumus SVM digambarkan di bawah ini: 

𝑀𝐼𝑁𝐼𝑀𝐼𝑍𝐸𝑎0,… 𝑎𝑚
= ∑ 𝑀𝐴𝑋{0,1 − (∑ 𝑎𝑖𝑥𝑖𝑗  + 𝑎0)𝑦𝑗}  +  𝜆 ∑ (𝑎𝑖)

2𝑚
𝑖=1

𝑚
𝑖=1

𝑛
𝑗=1           (3) 

2.11 Metode SMOTE 

Pada penelitian Vaishali dan Ratnavel (2024), seringkali mendapatkan penelitian ABSA yang memiliki distribusi 

polaritas sampel dalam dataset yang tidak seimbang [36]. Hal ini menyebabkan algoritma klasifikasi cenderung bias 

terhadap kelas mayoritas dan sulit untuk mengidentifikasi kelas minoritas. Oleh karena itu, perlu dilakukannya 

tindakan resampling data dalam menyeimbangkan distribusi kelas untuk mengatasi masalah ini [37]. Resampling data 

yang digunakan dalam penelitian ini adalah SMOTE yang menggunakan Random Oversampling untuk menghasilkan 

data baru berdasarkan pada kesamaan antara sejumlah kecil data. 

2.12 K-Fold Cross Validation 

K-Fold Cross Validation adalah teknik evaluasi model yang digunakan untuk menilai kinerja prediktif model [38]. 

Teknik ini membagi dataset menjadi k bagian (fold), yang masing-masing secara bergantian digunakan sebagai data 

uji, dan sisa fold lainnya digunakan untuk melatih model. Tujuan utama dari K-Fold Cross Validation adalah 

memberikan estimasi kinerja model yang lebih akurat dengan meminimalkan bias yang muncul akibat pembagian data 

yang tidak representative [39]. 

 

 

https://ejurnal.seminar-id.com/index.php/bits
https://doi.org/10.47065/bits.v7i2.7473
https://creativecommons.org/licenses/by/4.0/


Building of Informatics, Technology and Science (BITS)  
Volume 7, No 2, September 2025 Page: 960−971 
ISSN 2684-8910 (media cetak) 
ISSN 2685-3310 (media online) 
DOI 10.47065/bits.v7i2.7473  

Copyright © 2025 Author, Page 964  
This Journal is licensed under a Creative Commons Attribution 4.0 International License 

3. HASIL DAN PEMBAHASAN 

3.1 Tahap Pengolahan Data (Metode SEMMA) 

3.1.1 Sample 

Dalam penelitian ini, data yang digunakan diperoleh dari tweet dengan kata kunci “Pusat Data Nasional” dan 

berbahasa Indonesia dalam rentang waktu 20 Juni – 31 Desember 2024. Jumlah total data yang diperoleh selama 

periode yang ditetapkan mencapai 2700 tweet. 

3.1.2 Explore 

Pada tahap sebelumnya, didapatkan 14 kolom dari crawling  yang berisi  conversation_id_str, created_at, 

favorite_count, full_text, id_str, image_url, in_reply_to_screen_name, lang, location, quote_count, reply_count, 

retweet_count, tweet_url, user_id_str, username. Penulis hanya menggunakan kolom full_text untuk di proses pada 

tahap selanjutnya. Hasil filter kolom ini dapat dilihat pada Tabel 1. 

Tabel 1. Hasil Filter Crawling Data 

No full_text 

1 
Pembuat ransomware Brain Cipher menjanjikan akan membebaskan data dari Pusat Data Nasional 

Sementara (PDNS) 2 yang mereka sandera dari pemerintah. https://t.co/AfOOc4MIbo 

2 
GANGGUAN pada Pusat Data Nasional Sementara (PDNS) 2 di Surabaya berdampak terhambatnya 

proses sertifikasi halal pelaku usaha mikro kecil. https://t.co/S9xcZupXyK 

3 

Diretasnya Pusat Data Nasional Sementara (PDNS) ternyata berimbas pada terhambatnya tender (lelang) 

proyek pembangunan Ibu Kota Nusantara (IKN) Provinsi Kalimantan Timur (Kaltim). Baca di 

https://t.co/ufhQWHgP3s https://t.co/Ju7L2mRLtt 

... ... 

2700 cloud rusak, perlindungan mati, sistem kacau. Ini negara atau apa? 😭 

3.1.3 Modify 

Pada tahap ini dilakukan modifikasi berupa text preprocessing pada dataset dengan tujuan agar dataset menjadi 

terstruktur. Hasil text preprocessing dapat dilihat pada Tabel 2. 

Tabel 2. Hasil Preprocessing Dataset 

full_text Pembuat ransomware Brain Cipher menjanjikan akan membebaskan data dari Pusat Data 

Nasional Sementara (PDNS) 2 yang mereka sandera dari pemerintah. https://t.co/AfOOc4MIbo 

Case 

Folding 

pembuat ransomware brain cipher menjanjikan akan membebaskan data dari pusat data nasional 

sementara (pdns) 2 yang mereka sandera dari pemerintah. https://t.co/afooc4mibo 

Cleaning pembuat ransomware brain cipher menjanjikan akan membebaskan data dari pusat data nasional 

sementara pdns yang mereka sandera dari pemerintah 

Tokenize ['pembuat', 'ransomware', 'brain', 'cipher', 'menjanjikan', 'akan', 'membebaskan', 'data', 'dari', 

'pusat', 'data', 'nasional', 'sementara', 'pdns', 'yang', 'mereka', 'sandera', 'dari', 'pemerintah'] 

Stopword 

Removal 

['pembuat', 'ransomware', 'brain', 'cipher', 'menjanjikan', 'membebaskan', 'data', 'pusat', 'data', 

'nasional', 'pdns', 'sandera', 'pemerintah'] 

Stemming ['buat', 'ransomware', 'brain', 'cipher', 'janji', 'bebas', 'data', 'pusat', 'data', 'nasional', 'pdns', 'sandera', 

'perintah'] 

3.1.4 Model 

a. POS Tag dan NER 

Setelah melalui tahap  text preprocessing, digunakan library stanza berbahasa indonesia untuk melakukan POS 

Tag dan tranformasi IndoBERTweet untuk melakukan NER. Hasil 20 aspek teratas yang didapatkan dapat dilihat 

pada Gambar 2. 

 

Gambar 2.  Visualisasi 20 Aspek Teratas dari POS Tag dan NER 
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b. Pembobotan TF-IDF 

Proses filter TF-IDF menghasilkan kata-kata sebagai calon aspek atau kandidat aspek berdasarkan bobot aspek 

yang didapatkan dari POS Tag dan NER. TF-IDF melakukan filter pada 208 aspek yang didapatkan sebelumnya 

dan mengurutkan dari bobot paling besar hingga bobot paling kecil. Berikut hasil 20 aspek tertinggi setelah filter 

TF-IDF: sistem, perintah, data, ransomware, privasi, masyarakat, bssn, kominfo, bocor, pusat, informasi, malware, 

warga, server, instansi, akses, nasional, sementara, cyber, negara. Distribusi pembobotan TF-IDF pada aspek-

aspek yang didapatkan disajikan pada Tabel 3. 

Tabel 3. Hasil Filter Pembobotan TF-IDF 

No. sistem perintah data ransomware ... negara 

1 0 0 0 0,085097177 ... 0,153773872 

2 0 0 0 0,081471979 ... 0,147223 

3 0 0 0 0,092493784 ... 0,167139825 

... ... ... ... ... ... ... 

2700 0,42098693 0 0 0 ... 0,607234043 

c. Semantic Coherence 

Aspek-aspek yang telah diekstraksi, disaring berdasarkan nilai kemiripan semantik menggunakan cosine similarity 

antar vektor TF-IDF. Aspek yang didapatkan meliputi :agusyudhoyono, ahy, akses, akibat, ancam, antivirus, arie, 

baharu, backup, bpn, budi, bukti, cipher, cyber, daftar, dampak, s, demokrat, deteksi, dpr, enkripsi, ganggu, hacker, 

hutang, ibukota, ikn, informatika, insiden, internet, isi, it, jabat, kait, kala, kena, klaim, kelompok, kominfo, komisi, 

kunci, laku, layan, leaks, lindung, lockbit, lumpuh, maaf, malware, menteri, menkominfo, mulyono, nama, 

nasional, negara, pangerapan, pdemokrat, pdn, pdns, perintah, perangkat, politik, ppn, publik, pusat, qilin, rakyat, 

ransomware, retas, revolusi, ri, semuel, serang, server, siber, sistem, tanggung, tokoh, trojan, undur, upaya, usaha, 

virus, wapres. 

d. Pengkategorian Aspek 

Langkah selanjutnya adalah mengelompokkan data menjadi 5 kategori aspek. Langkah ini dilakukan dengan cara 

menyusun kata-kata kunci ke dalam kategori tematik yang lebih tinggi. Pada tahap ini, penulis secara eksplisit 

menentukan hubungan antar aspek berdasarkan pengetahuan domain dan konteks isu yang dibahas. Hasil 

pengkategorian secara lengkap dapat dilihat pada Tabel 4. 

Tabel 4. Pengkategorian Aspek  

Aspek Kata Tiap Aspek Kategori 

1 ransomware, malware, trojan, hacker, retas, serang, virus, cyber, siber, insiden, 

cipher, enkripsi, deteksi, antivirus, backup, lindung, leaks, lockbit, qilin 

Keamanan Data 

2 menteri, menkominfo, wapres, dpr, komisi, ri, nasional, negara, kominfo Lembaga 

3 sistem, server, data, informatika, internet, perangkat, akses, isi, pusat, pdn, pdns, 

it, kunci, layan, upaya 

Infrastruktur 

4 bpn, rakyat, daftar, publik, jabat, perintah, ikn, ibukota, usaha, dpr, kelompok Politik 

5 dampak, akibat, ganggu, lumpuh, ancam, undur, maaf, usaha, tanggung, klaim, 

bukti, kena, revolusi, laku, kait, kala 

Dampak 

e. Pelabelan Data Berdasarkan Kategori Aspek 

Distribusi hasil pelabelan sentimen menunjukkan dominasi opini negatif pada hampir seluruh aspek. Aspek 

Infrastruktur dan Tokoh dan Lembaga Pemerintah mencatat jumlah tertinggi dengan masing-masing 1.111 dan 

1.054 tweet negatif. Aspek Politik dan Ekonomi juga menunjukkan kecenderungan negatif yang kuat, tanpa ada 

sentimen positif tercatat. Sementara itu, Keamanan Data dan Dampak lebih banyak didominasi sentimen netral, 

meskipun tetap disertai proporsi negatif yang signifikan. Sentimen positif secara umum sangat rendah di semua 

kategori, yang mencerminkan kecenderungan publik untuk mengkritik atau bersikap skeptis terhadap penanganan 

insiden PDNS. Distribusi pelabelan data berdasarkan aspek secara lengkap disajikan pada Tabel 5 dan Gambar 3. 

Tabel 5. Distribusi Hasil Pelabelan Data Berdasarkan Kategori 

 Keamanan Data Lembaga Infrastruktur Politik  Dampak 

Positif 47 7 46 0 2 

Negatif 486 1052 1111 524 441 

Netral 557 428 463 183 208 

f. Pembagian Dataset dan Data Latih 

Pembagian dataset dibagi menjadi data latih dan data uji. Pengambilan rasio ini didasarkan pada penelitian 

Mohammed Shenify tahun 2023 [40]. Pembagian data latih dan data uji ini dapat dilihat pada Tabel 6. 
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Tabel 6. Pembagian Data Latih dan Data Uji 

Data Latih Data Uji 

90% 10% 

80% 20% 

70% 30% 

3.2 Assess 

a. Random Forest  dan Support Vector Machine 

Dalam penerapan algoritma Random Forest, hasil evaluasi menunjukkan bahwa performa model meningkat 

seiring dengan proporsi data uji yang lebih besar. Akurasi yang diperoleh adalah sebesar 89% pada rasio data latih 

dan data uji 90:10, kemudian meningkat menjadi 94% pada rasio 80:20, dan mencapai 96% pada rasio 70:30. Nilai 

presisi, recall, dan F1-score pada setiap rasio juga konsisten berada pada angka yang sama dengan akurasi, yaitu 

masing-masing 89%, 94%, dan 96%, menunjukkan kinerja yang stabil dan andal dari algoritma Random Forest 

dalam klasifikasi sentimen berbasis aspek. 

Sementara itu, pada penerapan algoritma Support Vector Machine (SVM), akurasi yang diperoleh sebesar 85% 

pada rasio 90:10, kemudian meningkat menjadi 86% pada rasio 80:20, dan mencapai 89% pada rasio 70:30. Nilai 

presisi, recall, dan F1-score juga menunjukkan peningkatan bertahap, yaitu dari 87%, 89%, dan 90% untuk presisi; 

serta 85%, 86%, dan 89% untuk recall dan F1-score secara berurutan. Hasil ini menunjukkan bahwa performa 

SVM meningkat seiring dengan bertambahnya data uji, meskipun tidak sekuat Random Forest. Evaluasi lengkap 

dapat dilihat pada Tabel 7. 

Tabel 7. Evaluasi Performa Random Forest dan Support Vector Machine 

 Random Forest Support Vector Machine 

Data Latih: Data Uji Akurasi Presisi Recall F1-Score Akurasi Presisi Recall F1-Score 

90:10 89% 89% 89% 89% 85% 87% 85% 85% 

80:20 94% 94% 94% 94% 86% 89% 86% 86% 

70:30 96% 96% 96% 96% 89% 90% 89% 89% 

b. Metode SMOTE 

Distribusi kelas pada Tabel 4 menunjukkan adanya ketidakseimbangan antar kelas pelabelan. Meskipun hasil 

evaluasi awal algoritma Random Forest  dan Support Vector Machine (Tabel 7) menunjukkan performa model 

yang cukup tinggi, namun masih terdapat potensi bias terhadap kelas mayoritas. Pada algoritma Random Forest, 

akurasi berkisar antara 89% hingga 96%, sedangkan pada SVM, akurasi relatif lebih rendah dan bervariasi dari 

85% hingga 89%, dengan ketidakseimbangan antara presisi dan recall. Untuk mengatasi masalah 

ketidakseimbangan data, diterapkan metode SMOTE pada algoritma Random Forest dan Support Vector Machine 

untuk meningkatkan kemampuan generalisasi model terhadap kelas minoritas. Hasil penerapan SMOTE pada 

distribusi sentimen disajikan dalam Tabel 8. 

Tabel 8. Hasil Penerapan SMOTE 

 Data Latih : Data Uji Negatif Netral Positif 

Sebelum SMOTE 

90:10 361 184 10 

80:20 723 368 20 

70:30 1084 552 30 

Setelah menggunakan SMOTE 

90:10 361 361 361 

80:20 723 723 723 

70:30 1084 1084 1084 

Tabel 9. Evaluasi Performa Random Forest dan Support Vector Machine Setealah menggunakan SMOTE 

 Random Forest Support Vector Machine 

Data Latih : Data Uji Akurasi Presisi Recall F1-Score Akurasi Presisi Recall F1-Score 

90:10 93% 93% 93% 93% 91% 92% 91% 91% 

80:20 95% 95% 95% 95% 95% 95% 95% 95% 

70:30 96% 96% 96% 96% 95% 95% 95% 95% 

Penerapan teknik SMOTE terbukti secara signifikan meningkatkan performa model baik pada algoritma Random 

Forest maupun Support Vector Machine (SVM), sebagaimana ditunjukkan pada Tabel 9. Pada algoritma Random 

Forest, akurasi mengalami peningkatan di seluruh rasio data latih dan uji, yaitu dari 89% menjadi 93% pada rasio 

90:10, dari 94% menjadi 95% pada rasio 80:20, dan tetap tinggi di angka 96% pada rasio 70:30. Nilai presisi, 

recall, dan F1-score juga menunjukkan konsistensi yang sangat baik dengan angka yang sama seperti akurasi pada 

setiap rasio, menandakan kestabilan performa model setelah penerapan SMOTE. 
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Pada algoritma SVM, dampak SMOTE juga terlihat jelas dengan peningkatan akurasi dari 85% menjadi 91% pada 

rasio 90:10, dari 86% menjadi 95% pada rasio 80:20, dan dari 89% menjadi 95% pada rasio 70:30. Seluruh metrik 

evaluasi seperti presisi, recall, dan F1-score juga menunjukkan peningkatan dan konsistensi di masing-masing 

rasio. Hasil ini menunjukkan bahwa SMOTE efektif dalam mengatasi ketidakseimbangan kelas, sehingga model 

dapat mengenali pola dari kelas minoritas dengan lebih baik dan menghasilkan klasifikasi sentimen berbasis aspek 

yang lebih akurat dan seimbang. 

Penerapan teknik SMOTE secara signifikan meningkatkan performa model algoritma Random Forest dan Support 

Vector Machine (SVM), seperti yang ditunjukkan pada Tabel 9. Pada Random Forest, akurasi model menunjukkan 

peningkatan konsisten di berbagai rasio data latih dan uji, di mana akurasi naik dari 89% menjadi 91% (rasio 

90:10), dari 93% menjadi 94% (rasio 80:20), dan tetap stabil di angka 96% (rasio 70:30). Sementara itu, SMOTE 

juga meningkatkan stabilitas dan keseimbangan performa algoritma SVM dengan akurasi model setelah SMOTE 

menjadi lebih konsisten, yaitu 88% pada rasio 90:10, 87% pada rasio 80:20, dan 88% pada rasio 70:30. Ini 

menunjukkan bahwa SMOTE efektif dalam menyeimbangkan representasi antar kelas, membantu kedua model 

mengenali pola dari kelas minoritas dengan lebih baik, dan pada akhirnya memperkuat akurasi klasifikasi secara 

keseluruhan. 

c. K-Fold Cross Validation 

Dalam menguji konsistensi kinerja model, dilakukan evaluasi menggunakan 10-Fold Cross Validation. Evaluasi 

dilakukan pada algoritma Random Forest dan SVM untuk membandingkan akurasi keduanya secara adil dalam 

kondisi data seimbang. Hasil lengkap disajikan pada Tabel 10. 

Tabel 10. Perbandingan Hasil 10-Fold Cross validation 

Fold Akurasi Random Forest Akurasi Support Vector Machine  

1 99.10% 98.38% 

2 99.10% 98.74% 

3 98.02% 98.02% 

4 98.02% 97.84% 

5 99.10% 98.92% 

6 99.10% 98.92% 

7 99.27% 99.09% 

8 99.63% 99.27% 

9 98.73% 98.73% 

10 99.27% 99.27% 

Rata-rata 98.93% 98.82% 

Tabel 10 menunjukkan bahwa Random Forest memiliki akurasi rata-rata sebesar 99.05%, sedikit lebih tinggi 

dibandingkan SVM yang mencapai rata-rata 98.86%. Performa tinggi dan konsisten ini menunjukkan bahwa kedua 

model dapat bekerja secara efektif. Kinerja yang stabil antar fold juga menunjukkan bahwa model tidak mengalami 

overfitting dan mampu melakukan klasifikasi dengan baik terhadap seluruh kategori sentimen. 

3.3 Tahap Analisis Data 

a. Analisi Klasifikasi 

Klasifikasi sentimen terhadap insiden kebocoran Pusat Data Nasional Sementara (PDNS) dilakukan berdasarkan 

lima kategori aspek utama: Keamanan Data, Tokoh dan Lembaga, Infrastruktur, Politik dan Ekonomi, serta 

Dampak. Pelabelan dilakukan menggunakan model pre-trained IndoBERTweet, dengan proses pengelompokan 

aspek melalui POS Tagging, NER, TF-IDF, dan semantic coherence. 

 

Gambar 3. Visualisasi Distribusi Sentimen per Kategori 

Berdasarkan hasil pelabelan terhadap 2.700 tweet, sentimen negatif mendominasi hampir seluruh aspek. Pada 

aspek Infrastruktur, terdapat 1.111 tweet negatif, jauh melampaui 463 tweet netral dan hanya 46 tweet positif, 
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menunjukkan kekecewaan publik terhadap kualitas infrastruktur digital pemerintah. Aspek Lembaga Pemerintah 

juga menunjukkan dominasi sentimen negatif yang kuat dengan 1.052 tweet negatif, dibanding 428 netral dan 

hanya 7 positif, mencerminkan kritik tajam terhadap kinerja serta akuntabilitas institusi terkait. 

Aspek Keamanan Data menjadi satu-satunya yang didominasi oleh sentimen netral, yaitu sebanyak 557 tweet, 

dengan 486 negatif dan 47 positif. Hal ini mengindikasikan bahwa masyarakat cenderung menyampaikan ulang 

informasi tanpa respons emosional yang ekstrem, meskipun kekhawatiran tetap terlihat dari jumlah sentimen 

negatif yang cukup besar. Sementara itu, pada aspek Politik, tidak terdapat tweet positif sama sekali; sentimen 

negatif mencapai 524 tweet, dan 183 tweet bersifat netral, menunjukkan rendahnya kepercayaan publik terhadap 

pengaruh politik dalam isu ini. 

Pada aspek Dampak, terdapat 441 tweet negatif, 208 netral, dan hanya 2 tweet positif, menandakan bahwa 

masyarakat masih bersikap hati-hati dan menunggu perkembangan lebih lanjut terkait dampak nyata dari insiden 

kebocoran data tersebut. 

Untuk mendukung klasifikasi ini secara teknis, dilakukan evaluasi model menggunakan dua algoritma 

pembelajaran mesin, yaitu Random Forest dan Support Vector Machine (SVM). Kedua algoritma diuji pada tiga 

rasio pembagian data (90:10, 80:20, dan 70:30) serta divalidasi menggunakan teknik SMOTE dan 10-fold cross 

validation. 

 

Gambar 4. Perbandingan Evaluasi Performa Random Forest dan Support Vector Machine 

Hasil evaluasi menunjukkan bahwa Random Forest secara konsisten unggul dalam metrik akurasi, presisi, recall, 

dan F1-score dibandingkan SVM. Pada rasio data latih dan uji 70:30, Random Forest mencapai akurasi 96%, 

sedangkan SVM memperoleh 95%. Keunggulan ini semakin ditegaskan melalui hasil 10-fold cross-validation, di 

mana Random Forest mencatat rata-rata akurasi 99,12%, sedikit lebih tinggi dibandingkan SVM yang mencapai 

98,89%. Meskipun evaluasi performa algoritma bukan fokus utama penelitian ini, validasi tersebut memperkuat 

kualitas hasil klasifikasi sentimen yang telah dilakukan. Sebagai pelengkap visualisasi, ditampilkan pula word 

cloud untuk menggambarkan kata-kata dominan dalam opini publik terkait insiden PDNS. 

 

Gambar 5. Visualisasi Wordcloud Negatif 

Kata-kata seperti “gagal”, “retas”, “kominfo”, dan “virus” muncul secara signifikan, memperkuat ekspresi 

kekecewaan publik terhadap kelemahan sistem serta Lembaga Pemerintah pengelola data. Wordcloud ini berfungsi 

sebagai ilustrasi atas narasi dan statistik yang telah dikemukakan sebelumnya. 

Dengan demikian, analisis klasifikasi ini berhasil mengungkap persepsi masyarakat per aspek dengan pendekatan 

ABSA, yang memperlihatkan fokus ketidakpuasan terhadap kelembagaan dan infrastruktur. Evaluasi model juga 

memperkuat keandalan hasil klasifikasi, menjadikan temuan ini relevan untuk menjadi dasar kebijakan publik di 

bidang keamanan siber nasional. 
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b. Perbandingan dengan Penelitian Terdahulu 

Untuk mengevaluasi efektivitas pendekatan yang diusulkan dalam penelitian ini, dilakukan analisis komparatif 

terhadap sejumlah studi terdahulu yang mengkaji isu serupa, khususnya terkait analisis sentimen terhadap 

fenomena kebocoran data. Tabel 11 menyajikan ringkasan perbandingan tersebut berdasarkan karakteristik data 

yang digunakan, metode klasifikasi yang diterapkan, serta hasil evaluasi performa model pada masing-masing 

penelitian. 

Tabel 11. Perbandingan dengan Penelitian Terdahulu 

No Penulis (Tahun) Metode Akurasi/F1-score Catatan 

1 Sholehurrohman & 

Ilman (2022) 

Naïve Bayes (NB) 83.06% Tidak menggunakan ABSA 

2 Turmudi & 

Hadikristanto (2023) 

NB, SVM NB: 97%, SVM: 

80% 

Tidak dijelaskan balancing data 

3 Taufan & Wibowo 

(2024) 

RF, SVM SVM: 92.6%, 

AUC: 97% 

Fokus kebijakan, bukan ABSA 

4 Amal et al. (2022) SVM, RF, 

IndoBERT, LR 

SVM: F1 0.81, RF: 

0.78 

IndoBERT kurang optimal (F1 0.76) 

5 Penelitian Ini RF, SVM + ABSA RF: 96.38%, SVM: 

95.61% 

Menggunakan IndoBERTweet + POS Tag 

+ NER + TF-IDF + SMOTE 

Berdasarkan Tabel 11, pendekatan yang diterapkan dalam penelitian ini menunjukkan kinerja yang kompetitif, 

bahkan dalam beberapa aspek melampaui capaian studi terdahulu. Capaian ini terutama didukung oleh integrasi 

teknik ABSA, pemanfaatan model IndoBERTweet yang kontekstual terhadap bahasa media sosial Indonesia, serta 

penerapan SMOTE untuk mengatasi ketidakseimbangan kelas. Kombinasi strategi ini berkontribusi pada 

peningkatan akurasi dan kedalaman pemahaman model terhadap sentimen publik dalam konteks kebocoran data 

PDNS. 

4 KESIMPULAN 

Kajian ini menganalisis opini publik terhadap insiden kebocoran Pusat Data Nasional Sementara (PDNS) dengan 

menggunakan pendekatan Aspect-Based Sentiment Analysis (ABSA), yang memetakan sentimen secara tematik 

berdasarkan lima kategori utama: Keamanan Data, Lembaga, Infrastruktur, Politik, dan Dampak. Pelabelan sentimen 

dilakukan melalui model IndoBERTweet, dengan proses evaluasi menggunakan algoritma Random Forest dan 

Support Vector Machine (SVM) untuk menjamin keandalan hasil klasifikasi. Temuan menunjukkan dominasi 

sentimen negatif di hampir seluruh kategori, terutama pada kategori Lembaga Pemerintah dan Infrastruktur, yang 

mengindikasikan kekecewaan publik terhadap akuntabilitas institusi dan ketahanan sistem digital nasional. Di sisi 

lain, sentimen netral pada kategori Keamanan Data mencerminkan sikap informatif dan kehati-hatian masyarakat. 

Ketegangan opini juga muncul pada kategori Politik dan Dampak, menandakan adanya kekhawatiran terhadap 

konsekuensi kebijakan dan risiko jangka panjang dari insiden ini. Secara umum, pendekatan ABSA terbukti efektif 

dalam menangkap dinamika opini publik secara terstruktur dan kontekstual. Sedangkan pada hasil evaluasi performa 

dari dua algoritma yang digunakan, Random Forest memberikan performa paling optimal, dengan akurasi dan 

stabilitas klasifikasi yang konsisten tinggi di berbagai skenario pengujian. Hal ini memperkuat keandalan pendekatan 

ABSA yang diterapkan, serta mendukung validitas hasil pelabelan sentimen terhadap masing-masing aspek yang 

dianalisis. Meskipun telah memberikan gambaran yang komprehensif, kajian ini memiliki keterbatasan pada ruang 

lingkup data yang terbatas pada platform X dan kurun waktu tertentu. Selain itu, model klasifikasi berbasis supervised 

learning yang digunakan belum sepenuhnya mampu menangkap ekspresi emosional kompleks seperti sarkasme atau 

ironi. Untuk itu, pengembangan model lintas platform serta pendekatan berbasis emosi dan konteks multimodal 

menjadi arah yang layak dipertimbangkan untuk penelitian lanjutan. 
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